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Overview

● Deep dive: Towards Universal Fake Image Detectors that Generalize Across 
Generative Models

○ Detecting images generated from different model family

● Deep dive: HiDDeN: Hiding Data With Deep Networks
○ Create robust image embedding

● Deep dive: Watermark-based Attribution of AI-Generated Content
○ Detecting where the images came from



Towards Universal Fake Image 
Detectors that Generalize 
Across Generative Models

Utkarsh Ojha, Yuheng Li, Yong Jae Lee
CVPR 2023



Motivation

● Generated images come from multiple sources



Motivation

● Generated images come from multiple sources
○ GANs
○ Diffusion models



Motivation

● Generated images come from multiple sources
○ GANs
○ Diffusion models

● The goal is to develop a general purpose detection method that can 
distinguish between real and fake images from any source



Previous work

● Train a convolutional network to classify between real vs fake images 
○ Sheng-Yu Wang, Oliver Wang, Richard Zhang, Andrew Owens, and Alexei A Efros. Cnn-

generated images are surprisingly easy to spot...for now. In CVPR, 2020.
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● Train a convolutional network to classify between real vs fake images 
○ Sheng-Yu Wang, Oliver Wang, Richard Zhang, Andrew Owens, and Alexei A Efros. Cnn-

generated images are surprisingly easy to spot...for now. In CVPR, 2020.

○ The idea is to have a binary task of distinguishing between real (0) vs fake (1) 
○ Trained Pro-GAN on 20 different object categories from LSUN and generated 18k fake images 

per category
○ 360k real vs 360k fake to train a classifier (Resnet-50)
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● The problem with this approach is that it could not generalize to different 
families of models







Approach

● Feature space (SHOULD NOT BE LEARNED)
○ This feature space should be exposed to large number of images so that i can generalize well 

to a variety of images
○ However, it should also be able to capture low-level details of an image (because the 

difference between F and R is usually at low level)
○ -> so authors chose to work with ViT-L/14



NEAREST NEIGHBOR LINEAR CLASSIFICATION
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Motivation

● Online, many want to have proof they are the original owner of an image
○ Artists creating artwork
○ Photographers uploading pictures
○ Generative models marking images as synthetic

● Visually present watermarks are ugly, text in the bottom of images can be 
cropped, and metadata can be easily altered



Motivation

● Solution: Robustly embedding hidden data into images in a visually 
undetectable manner



Motivation

● Solution: Robustly embedding hidden data into images in a visually 
undetectable manner

● Needs to persist through image perturbations
○ Cropping, blurring, compression, etc.

● Use cases: Watermarking, creator attribution



Prior Work

● Previously, visually undetectable image perturbation has been used to cause 
misclassification in deep learning image classification models1,2

[1] Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I., Fergus, R.: Intriguing properties of neural networks. In: ICLR. (2014)
[2] Kurakin, A., Goodfellow, I., Bengio, S.: Adversarial examples in the physical world. In: ICLR Workshop. (2017)



Prior Work

Figure taken from I. J. Goodfellow, J. Shlens, and C. Szegedy, “Explaining and harnessing adversarial examples,” arXiv preprint arXiv:1412.6572, 2014.



Prior Work

● Previously, visually undetectable image perturbation has been used to cause 
misclassification in deep learning image classification models1,2

● Idea: Why not leverage this idea for creating watermarks?
● Similar to the previous work, this work repurpose a previous methodology.

[1] Szegedy, C., Zaremba, W., Sutskever, I., Bruna, J., Erhan, D., Goodfellow, I., Fergus, R.: Intriguing properties of neural networks. In: ICLR. (2014)
[2] Kurakin, A., Goodfellow, I., Bengio, S.: Adversarial examples in the physical world. In: ICLR Workshop. (2017)



Methodology

The input image Ico is convoluted by encoder E to incorporate a binary message 
Min. This adds a noise layer N. The result is a noisy image Ino.

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Methodology

To decode the message, Ino is fed into the decoder, a deep neural network, that 
uses the image to predict the message. The loss of data from the original 
message  Lm is calculated.

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Methodology

At the same time, a discriminator calculates the distance between Ico and Ino , ensuring the resulting image  
Ino looks visually similar to the original image Ico. This is to ensure the impact of the noise layer is minimal.

The ultimate goal is to find a configuration optimal for creating watermarks yet avoiding steganography 
detection.

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Methodology

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]

To test the robustness of this methodology, the authors distort the images in various ways, such as 
cropping, blurring, and compressing the images.

Above: The difference before and after different image manipulations is demonstrated.



Experiments: Steganography

● Compared against prior message hiding algorithms HUGO, WOW, and S-
UNIWARD

● Found benefit over these: encoding can mutate to avoid predictability

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Experiments: Steganography

● Compared against prior message hiding algorithms HUGO, WOW, and S-
UNIWARD

● Found benefit over these: encoding can mutate to avoid predictability
○ 98% accuracy in detection when HiDDeN model weights are known
○ However, only a 50% accuracy when weights are unknown
○ Compare to 70% for HUGO and 68% for WOW and S-UNIWARD



Experiments: Watermarking

Need to mitigate types of image distortions:

● Dropout and cropout: The original and encoded image are merged, undoing 
some of the noise layer

○ Dropout: random pixels throughout the image
○ Cropout: random cluster of pixels

● Gaussian: Blurs the images’ pixels
● Crop: Removes all but a square subset of pixels
● JPEG: Applies JPEG compression to the image



Experiments: Watermarking

● Model trained on 128 x 128 images with messages of 30 bytes
● Experimented with training on images distortorted in various ways

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Experiments: Watermarking

● Different distortions impact the accuracy of the recovered watermark in 
different ways:

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Experiments: Watermarking

● Comparing to a baseline watermarking system, Digimarc:
○ Intuitively, Digimarc performs worse under all distortions except JPEG

[3] Zhu, Jiren, Russell Kaplan, Justin Johnson, and Li Fei-Fei. “HiDDeN: Hiding Data With Deep Networks.” In Computer Vision – ECCV 2018, edited by Vittorio Ferrari, Martial Hebert, 
Cristian Sminchisescu, and Yair Weiss, 11219:682–97. Lecture Notes in Computer Science. Cham: Springer International Publishing, 2018. https://doi.org/10.1007/978-3-030-01267-
0_40.

Figure from [3]



Conclusion

HiDDeN is:

● More flexible than traditional message hiding techniques
● Resistant to many types of distortions



Watermark-based Attribution of 
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Motivation:

We have talked about:

- “Towards Universal Fake Image Detectors that Generalize Across Generative 
Models” aims to detect AI-generated content.

- “HiDDeN: Hiding Data With Deep Networks” aims to develop watermarks that 
are robust against post-processing.

New stuff to talk about — “Attribution”:

- Attribution seeks to trace the origin of a piece of content detected as AI-
generated, specifically identifying the user of the GenAI service who created 
it.

https://openaccess.thecvf.com/content/CVPR2023/papers/Ojha_Towards_Universal_Fake_Image_Detectors_That_Generalize_Across_Generative_Models_CVPR_2023_paper.pdf
https://openaccess.thecvf.com/content_ECCV_2018/papers/Jiren_Zhu_HiDDeN_Hiding_Data_ECCV_2018_paper.pdf


Idea



AI-generated images models: Stable Diffusion, Midjourney, and DALL-E

Watermarking: HiDDeN (bitstring based, learning based)

The key problem: How to choose the watermarks for users to maximize 
detection and attribution performance?



Watermark Selection Problem

Two-step method:

Step1: Theoretically evaluate the detection and attribution performance of 
watermarks. Define metrics for performance evaluation.

Step2: Select watermarks based on the performance metrics



Watermark Selection Problem



Detection and Attribution

Bitwise Accuracy: To measure the similarity of two watermarks. 

AI-generated detection: content C is detected as AI-generated if and only if the 
following satisfies: 

where τ > 0.5 is the detection threshold.



Detection and Attribution

Attribution: We attribute the content to the user whose watermark is the most 
similar to the decoded watermark D(C).



Detection and Attribution Performance

False Detection Rate
True Attribution Rate

True Detection Rate



Detection and Attribution Performance

True Detection Rate:

False Detection Rate:

True Attribution Rate:



Detection and Attribution Performance

The lower bound is larger when       is smaller because it is easier to distinguish between users.



Watermark Selection Problem

Two-step method:

Step2: 

Maximize the lower bounds TAR, the optimization simplifies to “Selecting the 
most dissimilar watermarks for users”.

This can be formulated as:



How to solve the Farthest string problem?

Random, BSTA, NRG, while they finally adopt A-BSTA.

Approach
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Experiment

AI-generated: 10,000 images for training, 1,000 images for testing.

Non-AI-generated: 1,000 images



Experiment Result



Experiment Result: Different Watermarks Approach



Experiment Result: Robust Check


