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Pre-training



Post-training

• Supervised fine-tuning
• Reinforcement learning



Chain-of-thought reasoning
Reasoning Problems
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Q: If there are 3 cars in the 
parking lot and 2 more cars 
arrive, how many cars are in 
the parking lot?

A: The answer is 5

Arithmetic Reasoning  (AR)
(+ − ×÷…)

Q: What home entertainment 
equipment requires cable?
Answer Choices: (a) radio shack 
(b) substation (c) television (d) 
cabinet

A: The answer is (c).

Commonsense Reasoning (CR)

Q: Take the last letters of 
the words in "Elon Musk" 
and concatenate them

A: The answer is nk.

Symbolic Reasoning (SR)

Credits: Zihan Ding, Zixu Zhang, Yicong Li, Ziwei Gu, Shivam Raval, Hongwen Song



Chain of Thought (CoT)
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Definition: 

A chain of thought is a series of intermediate natural language reasoning steps that lead 
to the final output.





Post-training with CoT

• Supervised fine-tuning
• Reinforcement learning



LLM Agent

• Environment
• Actions
• Tool call

• Reasoning/planning
• Memory


